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ABSTRACT

Real-world problems may contain latent dependencies (i.e., hidden sub-structures) that are
difficult to capture with conventional structured classifiers, such as conditional random fields.
In such cases, models that exploit latent variables are advantageous in learning, and conditional
latent variable models have been applied successfully into real-world tasks in natural language
processing and vision processing communities, including syntactic parsing and vision
recognition. In the first part of this thesis, | perform experiments in a variety of tasks to
confirm the advantages of conditional latent variable models, and investigate what kind of
latent dependencies are learned by the model.

While the experiments confirmed the advantages of conditional latent variable models, the
same experiments revealed two problems in applying such models for practical usages. First,
establishing an efficient inference method on latent conditional models remains an open
question. Second, because of the incorporation of latent variables, training a latent conditional
model brings a heavy computational cost. To deal with those critical problems, | propose
efficient methods for inference and training on latent conditional models.

In the inference stage, | propose the ““latent-dynamic inference", which is able to produce the
exact optimal label sequence on latent conditional models by systematically combining efficient
search strategy (the A* search) and dynamic programming (the Forward-Backward method). |
also describe a straightforward solution on approximating the exact method, and show that the
approximated version performs as well as the exact one, while the speed is much faster.

In the training stage, | propose a perceptron-style algorithm for fast online training of
conditional latent variable models. Our method extends the perceptron algorithm for the
learning task with latent dependencies. It relies on Viterbi decoding over latent variables,
combined with simple additive updates. Compared to existing probabilistic training methods on
conditional latent variable models, our training algorithm lowers the training cost significantly
yet with comparable or even superior classification accuracy. | also analyze the convergence
properties of the proposed training method, and show it is guaranteed to converge with a bound.

To evaluate the efficiency and accuracy of our proposals, | performed experiments on a
variety of natural language processing tasks as well as an artificial data. Our experiments
demonstrate that the proposed inference and training methods achieve good experimental results,
and their computational costs are much lower than the traditional methods.
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