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Compositional Approach for Automatic RecognitionFae-Grained
Affect, Judgment, and Appreciation in Text
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Sharing feelings, pleasant or painful impressishgwing sincere empathy or indifference, exchantgstes
and points of view, advancing moral values, expngsgraise or reprehension are indispensable fbvélue
and effective social interplay between people. Withidly growing online sources (news, blogs, déston
forums, product or service reviews, social netwoeks) aimed at encouraging and stimulating pesple’
discussions concerning personal, public, or sosiglies, there is a great need in development afstob
computational tools for the analysis of people'sf@rences and attitudes. Sentiment or subjectanlysis is
nowadays a rapidly developing field with a varietfy emerging approaches targeting the recognition of
sentiment reflected in written language. Automatgcognition of positive and negative opinions and
classification of text using emotion labels haverbgaining increased attention of researchers. Meryvé¢he
topic of recognition of fine-grained attitudes exgged in text has been ignored. According to therdipal
theory proposed by Martin and White (2005), atéttigbes define the specifics of appraisal beingesged:

(1) Affect — personal emotional state or reaction.

(2) Judgement — ethical appraisal of person’s character, behayigkills etc. according to various

normative principles.

(3) Appreciation — aesthetic evaluation of semiotic and naturahpheena, events, artifacts etc.



The main objectives of our research are:
(1) Fine-grained classification of sentences usingualii types:
Affect: nine emotions defined by (Izard 1971): ‘AngeRisgust’, ‘Fear’, ‘Guilt’, ‘Interest’, ‘Joy’,
‘Sadness’, ‘Shame’, and ‘Surprise’.
Judgment: positive and negative judgment: ‘POS jud’ and Glfud'.
Appreciation: positive and negative appreciation: ‘POS app’ &G app'.
(2) Novel way of deep attitude analysis based on thepositional approach and the semantics of terms.
(3) Analysis of the strength of the attitude and deteation of the level of confidence, with which the
attitude is expressed, in the interval [0.0, 1.0].
(4) Development of applications driven by attitude-ssmsystem.
In the thesis, first we describe the developed @ffanalysis Model (AAM) that is based on rule-based
linguistic approach for classification of sentenasig nine emotion labels or neutral. The propa@dgdrithm
consists of five main stages: (1) symbolic cue ymig] (2) syntactic structure analysis; (3) wordeleanalysis;
(4) phrase-level analysis; and (5) sentence-lenalysis. We demonstrate the results of AAM evabratn
two data sets represented by sentences from diarylog posts. Averaged accuracy of our systenmpiso
81.5 percent in fine-grained emotion classificatipime emotion labels and neutral) and up to 8@/@ent in
polarity-based classification.

As lexicon-based systems strongly depend on thdahildy of sentiment-conveying terms in their
databases, in order to overcome the problem ofdexcoverage, we introduce original methods fotding
and expanding sentiment lexicon (SentiFul) represkby sentiment-conveying words that are annothyed
sentiment polarity, polarity scores and weightse Tiain features of the SentiFul are as followsit(i§ built

,Pos = 0.4

using not only methods exploring direct synonynupifgratul ate => ‘compliment’ ** = %9, antonymy

'Neg =06 —> petise N9 = 9§ relations, but also

(‘reward P = %2=> ‘penalty V¢ = %3, and hyponymy fault
innovative methods based on derivation and compognaith known lexical units; (2) it is larger thahe
existing lists of sentiment words; (3) it includpslarity scores, in contrast to most existing seatit
dictionaries that lack assignments of degree ength of sentiment. The originality and valuabletabution

lie in the elaborate patterns/rules for the derivaand compounding processes that have not beeideved
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before. We propose to distinguish the followingaymf affixes (used to derive new words) dependimghe
role they play with regard to sentiment features:

(1) Propagating affixes preserve sentiment features of the orlgexeme and propagate them to newly
derived lexical unit. For exampleert-” + ‘rich’ 7% = %2=> ‘enrich’"** = % ‘scary N9 = 99 + “fy’ =>
‘scarify Ne9 =09

(2) Reversing affixes change the orientation of sentiment festuf the original lexeme. For example:

‘harm’ Neg:0.88+ ‘_|less => ‘harmless Pos= 0.88; ‘dis’ + “ honest’ Pos=0.1 => ‘dishonest’ Neg:O.J:

(3) Intensifying affixes (e.g., super-’ in ‘superhera’, ‘over-' in ‘overawe’) and Weakening affixes (e.g.,

‘semi-’ in ‘ semisweet’, ‘mini-" in ‘ mini-recession’) increase/decrease the strength of sentimentrfest

of the original lexeme.

The schematic illustration of our derivation andréng algorithm is shown in Figure 1.
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Figurel The algorithm of derivation and scoring of thewwords

Besides derivation, we considered important proocé$mding new words such as compounding, which is
a highly productive process, especially in the azfseouns and adjectives. We elaborated the algorfor
automatic extraction of new sentiment-related cammos from WordNet (Miller 1990) using words from
SentiFul as seeds for sentiment-carrying base coemie and applying the patterns of compound foonati

(fOI’ eXampIe, i Neg = 0.467+ “famed’ Pos = 0.475:> ‘i11-famed’ Neg = 0.467 ;palnl Neg = 0.8+ ‘killer’ Neg = 0.35:> npal n-

killer'Pos=0-573 «rjgqe Neo=0.567 4 «free’[valence shifter] => tisk-free’ °° =%}, We assume that if a compound

contains at least one base component that conwyanent features, we can predict the valence isf th
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compound. The evaluations of the proposed methbowed that they achieved high accuracy in assigning
dominant polarity labels and polarity scores toweds. The method based on compounding perfornitd w
the highest accuracy in assigning dominant positivaegative labels, followed by the methods cosraid
hyponymy relations, derivation process, synonynigti@ns, and antonymy relations (this method yidlde
noisy results).

In this thesis, we introduce novel compositionafliistic approach for attitude recognition in tewte
built a lexicon for fine-grained attitude analy¢#sttitudeFul) that includes attitude-conveying terrfe.g.,
‘honorable’ [POS jud: 0.3], tnfriendly’ [Sadness: 0.5; NEG jud: 0.5; NEG app: 0.5]), asiee sets of
modifiers, contextual valence shifters, and mogedrators, which contribute to robust analysis aftegtual

attitude and its strength. The architecture ofdbeeloped Attitude Analysis Model (@AM) is presehia

Figure 2.
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Figure2 Architecture of @AM

During the ‘Symbolic Cue Processing’ stage, thetesys analyses the occurrences of emoticons,
abbreviations and acronyms, interjections, ‘questi@ark’ and ‘exclamation mark’, repeated punctuatand
capital letters. The analysis of syntactic struetand functional dependencies of a sentence ismpeefl by
the Connexor Machinese Syntax. On the ‘Word Levalgsis’ stage, the system checks the availatofithe
sentence tokens in the AttitudeFul database argdtigeir annotations depending on the categoryase of an
attitude-conveying word, its attitude features ragresented as a vector of attitude strengthsn@iites): a =
[POS jud, NEG jud, POS app, NEG app, Anger, Disdesar, Guilt, Interest, Joy, Sadness, Shame, iSatpr

For example: alligh-spirited’) = [0.7 (POS jud),0,0,0,0,0,0,0,0,0.7 (Joy),0}0;There are several categories



of modifiers registered in the AttitudeFul databasiberbs of degree, adverbs of affirmation, negatvords,
adverbs of doubt, adverbs of falseness, preposijtenmd condition operators.

After the word level annotations are taken from dh&ébase, the system turns to the analysis oflbigh
concepts, which will play the key role in the déaison final attitude label of a sentence. A highdl concept
of each noun in the sentence is determined based on

(1) Analysis of the sequence of hypernymic semantiaticels of a particular noun in WordNet (Miller

1999). For examplestudent’ => PERSON; ‘miracle’ => EVENT; ‘decoration’ => ARTIFACT.

(2) Annotations from the Stanford Named Entity RecognigStanford NER) (Finkel et al. 2005):

PERSON, ORGANIZATION, andLOCATION.
Using the data from the ‘Clause Splitter’, the ‘Fation Builder’ module represents each clause set @f
formations: Subject formation (SF), Verb formatifi=) and Object formation (OF), each of which may
consist of a main element (subject, verb, or objacnt its attributives and complements. The ‘Regtstion
of Clause Dependencies’ module is responsible folding a so-called ‘relation matrix’, which comai
information about the dependencies between differi@uses in a compound, complex, or complex-comgou
sentences.

Words in a sentence are interrelated and, henady, elathem can influence the overall meaning and
attitudinal bias of a statement. Our algorithm fattitude classification is designed based on the
compositionality principle, according to which we determine the attitudinadaming of a sentence by
composing the pieces that correspond to lexicadsumiother linguistic constituent types governgdhe rules
of polarity reversal, aggregation (fusion), propagation, domination, neutralization, and intensification, at
various grammatical levels.

In order to elaborate rules for the attitude analymsed on the semantics of verbs, we investigated
VerbNet (Kipper et al. 2007), the largest on-lirexbrlexicon that is organized into verb classesattiarized
by syntactic and semantic coherence among memberglass. Based on the thorough analysis of 286 fi
level classes of VerbNet and their members, 73 etabses (1) were found useful for the task ofuaté
analysis, and (2) were further classified into Rsses differentiated by the role that members plattitude

analysis and by rules applied to them. For exan@I&M classifies sentenc@hey prevented [verb of adverse
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attitude]the spread of disease’ as positive appreciation, anty whole enthusiasm and excitement disappear
[verb of disappearancéke a bubble touching a hot needle’ — as conveying negative emotion (‘Sadness’).
The decision on the most appropriate final labeltf@ clause, in case @AM annotates it using differ
attitude types according to the words with multiplenotations or based on the availability of therdso
conveying different attitude types, is made basedthe analysis of: (1) morphological tags of norhimeads
and their premodifiers in the clause; (2) high-lesencepts of nouns based on WordNet; and (3) layat
concepts of named entities based on the annotations the Stanford NER. For example, @AM outputs
different attitude labels for the following senteaacontaining only one attitude-conveying waudftiendly’
(a(‘unfriendly’) = [0,0.5 (NEG jud),0,0.5 (NEG app),0,0,0,0,0,6,§Sadness),0,0])1 fed highly unfriendly
attitude towards me, ‘ The salesperson was really unfriendly’, and ‘Plastic bags are environment unfriendly’:
(1) 1 [NomFPP]fed highly [modifier: adverb of degree: 1.thfriendly [NEG aff (Sadness): 0.5; NEG
jud: 0.5; NEG app: 0.Httitude [WN: COGNITION] towards me [AccFPP] =>
=> ‘NEG aff' (‘Sadness’): 0.85.
(2) The salesperson [WN: PERSON] was really [modifier: adverb of degree: 1.58hfriendly [NEG aff
(Sadness): 0.5; NEG jud: 0.5; NEG app: 0.5] =>
=>‘NEG jud’: 0.78.
(3) Plastic bags [WN: ARTIFACT] are environment [WN: STATE] unfriendly [NEG aff (Sadness): 0.5;
NEG jud: 0.5; NEG app: 0.5] =>
=> ‘NEG app’: 0.5.
There are several aspects that distinguish outuéitli Analysis Model from other systems. First, mathod
classifies individual sentences using fine-graiag¢titude labels (nine for different affective swtéwo for
positive and negative judgment, and two for positwd negative appreciation), as against otheradstthat
mainly focus on two sentiment categories (posiavel negative) or six basic emotions. Next, ourtiéde
Analysis Model is based on the analysis of syntaatid dependency relations between words in arsate
the compositionality principle; a novel linguistic approach based on the rulebahted for semantically
distinct verb classes; and a method considerindpigrarchy of concepts. As distinct from the siaft¢he-art

approaches, the proposed compositional linguigifr@ach for automatic recognition of fine-graindteet,
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judgment, and appreciation in text (1) is domaideipendent; (2) extensively deals with the semanfitsrms,
which allows accurate and robust automatic analysatitude type, and broadens the coverage dereas
with complex contextual attitude; (3) processedesmes of different complexity, including simplentpound,
complex (with complement and relative clauses), aochplex-compound sentences; (4) handles not only
correctly written text, but also informal message#tten in an abbreviated or expressive manner; @d
encodes the strength of the attitude and the lgfvebnfidence, with which the attitude is expressbcbugh
numerical values in the interval [0.0, 1.0]. Thefpenance of our Attitude Analysis Model was evafghon
data sets represented by sentences from diffecenaiths. @AM achieved high level of accuracy oneseces
from personal stories about life experiences, ftatgs, and news headlines, outperforming othehoasst on
several measures. In fine-grained attitude clasditin (14 labels) our system achieved averagedracg of
62.1 percent, and in coarse-grained classificgBdabels) — 87.9 percent.

Using Affect Analysis Model and Attitude Analysisddel, we have developed several applications:
AffectlM (Instant Messaging application integrateith AAM), EmoHeart (application of AAM in 3D world
Second Life), iFeel_IM! (innovative real-time comnication system with rich emotional and haptic ciels),
and web-based @AM interface. We believe that thiputof our systems can contribute to the robustioés
the following society-beneficial and analytical apgtions: public opinion mining, deep understandof a
market and trends in consumers’ subjective feedbattkude-based recommendation system, econongic an
political forecasting, affect-sensitive and empathiialogue agent, emotionally expressive storytgli

integration into online communication media andaawetworks.



