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Bayesian Statistical Methods for Extending Bilingual Lexicon Using
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Bilingual dictionaries can be automatically extended by new
translations using comparable corpora. The general idea is based on
the assumption that similar words have similar contexts across
languages. This thesis suggest a new method which is distinguished
from previous work, by mainly two aspects: First, it captures the
relevant context using a novel Bayesian estimation of the Point-wise
Mutual Information. Second, the context is defined not only by a bag-
of-words, but additionally enriched by dependency tree information,
which is mapped across unrelated languages. We provide an in depth
analysis of the performance of our method and compare it to several
previous baseline methods. Furthermore this thesis also shows how the
importance of different dependency tree information can be learned in
a Bayesian framework.

Comparable corpora are two corpora written in different

languages, covering similar topics. Comparable corpora are not
necessarily parallel, and therefore, can be easily created for
various domains.On the other hand, although general dictionaries are
often abundantly available, domain—specific dictionaries are rare,
and expensive to be manually created.We use comparable corpora to
find a translation of a certain word (query word), in the following
way: In the first step, from the context of the query word, we



extract salient pivot words. Pivot words are words for which a
translation is already available in the bilingual dictionary. In the
second step, we match these pivots across languages to identify
translation candidates for the query word. For extracting relevant
pivot words we use a Bayesian estimation of the Point-wise Mutual
Information. We then calculate a similarity score between the query
word and a translation candidate, by using the probability that the
same pivots are extracted for both the query word and the translation
candidate. We extract pivot words in several context positions,
namely, bag—of-words of one sentence, and the successors, predecessor
and siblings with respect to the dependency parse tree. In order to
make these context positions comparable across the unrelated
languages Japanese and English, we use several heuristics to adjust
the dependency trees appropriately. We demonstrate that our proposed
method can significantly increase the accuracy of word translations
when compared to previous baseline methods.

In the final part of our thesis we introduce a supervised method
which appropriately weights each context position. This method is
based on a generalization of the cosine similarity: it performs a
linear transformation of the context vectors using a specified matrix,
before calculating the cosine similarity between them. The optimal
matrix is expressed in a Bayesian probabilistic model and learned
using Markov—Chain Monte Carlo methods.
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