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A Design and Implementation of Optimum SNMP Cache for Large—Scale Network Monitoring
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This dissertation envisions a new trend shall emerge on how the network is managed
in the future. Since the users are becoming more dependent on the Internet for their
personal and business purposes, interruption—free Internet connections are required.
To achieve this, they would demand for an increase participation on the network
management conducted by the ISP. As a first step, we propose that the users should
be allowed to perform passive monitoring on network devices via Simple Network
Management Protocol (SNMP) within the ISP domain. This privilege enables the users
to provide crucial assistance to the ISP on the diagnostic analysis of network
problems which may lead to expediting the recovery time. However, since current SNMP
monitoring is only allowed within a closed domain, we apply a RESTful active proxy
(known as Tambourine) as the basis of our work. The users can now enjoy SNMP monitoring
by submitting HTTP requests to Tambourine which then performs the HTTP->SNMP
translations to network devices residing in the ISP domain. The large number of users
participates in this exercise leads to a large—scale network monitoring via HTTP/SNMP.
Cache is an important element in Tambourine to avoid unnecessary repetitious SNMP

requests to network devices

The main challenge into designing and implementing cache in Tambourine lies in the
objective itself. A large—-scale network monitoring via HTTP/SNMP monitoring is
considered as effective if we are able to minimize HTTP->SNMP translations through
proper caching and allocation of ¢ime—to—Iive (TTL) of an SNMP Object Identifier (0ID)
and at the same time minimizes stale data that are returned to the users. This is
actually contradicting to each other and therefore we need to find the optimum
operational point. Additional challenges to our research originate from three main
sources. First is the deficiency in the application of web/proxy cache in relation

to SNMP. Unlike HTTP, SNMP is not a cache—aware protocol and thus existing rules could



not be applied in Tambourine. In addition, modifying SNMP to become a cache—aware
protocol is next to impossible. Second, efficient caching in Tambourine is mainly
depending on how we can identify the dynamic property of an SNMP OID, and this is
difficult due to two reasons: (i) a same OID for different devices may behave exactly
in the opposite manner, and (ii) a dynamic OID may change into static OID (and
vice-versa) at any time. In order words, generalization of the dynamic property of
an OID is possible but will not always be true. And third, unlike web access, there
are two types of SNMP monitoring: (i) periodic polling using conventional NMS, and
(ii) on—demand polling. In the case of periodic polling, different NMS requests for
different groups of OIDs with different polling interval, which itself is a challenge

to us.

Since the affect of large—scale monitoring on network devices via SNMP is not well
understood, our profile analysis has discovered that network devices can be
categorized based on their sensitivity to the increasing number of SNMP requests

We propose the term I-type and S-type network devices, which represents
SNMP-Insensitive and SNMP-Sensitive devices respectively. This categorization has
a significant impact: for an I-type network device, more SNMP requests can be sent
without much affecting its CPU utilization. Hence, monitoring of I-type network
devices can be conducted at finer granularity resulting in a more thorough network
management. We further extend this categorization into a four—quadrant matrix that
is analogous to transportation vehicles. This matrix can be used to describe the

profiles in simpler and common terms.

We design the cache from two problem domains. First, we look into Tambourine as an
isolated entity from network devices for the purpose of designing the key caching
algorithm. We develop Manager—side aggregation where the users can effectively
execute periodic polling through registering the required grouping of 0IDs and
specifying the polling interval in the URL. Furthermore, for on demand polling, we
apply a four—state transition to categorize OIDs into dynamic and static, which will
be then allocated with optimum TTL. And second, we apply a feedback control framework
in Tambourine in order to minimize SNMP requests and staleness ratio. We argue that
this application of a feedback control is non—trivial since the feedback control is
affecting network devices that are externally located. Hence, how CPU of each device
reacts to the controller would need to be inferred. We also introduce the

Fixed—Increase Variable-Decrease TTL allocation scheme which inspired by the



Additive—-Increase Multiplative—Decrease.

The design and implementation of our cache in Tambourine allows effective large—scale
network monitoring via HTTP/SNMP: the ratios for HTTP->SNMP and stale data are kept

low which we consider as the optimum operational point.
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